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ABSTRACT 
Large language models have abilities in creating high-volume human-
like texts and can be used to generate persuasive misinformation. 
However, the risks remain under-explored. To address the gap, this 
work frst examined characteristics of AI-generated misinformation 
(AI-misinfo) compared with human creations, and then evaluated 
the applicability of existing solutions. We compiled human-created 
COVID-19 misinformation and abstracted it into narrative prompts 
for a language model to output AI-misinfo. We found signifcant 
linguistic diferences within human-AI pairs, and patterns of AI-
misinfo in enhancing details, communicating uncertainties, draw-
ing conclusions, and simulating personal tones. While existing 
models remained capable of classifying AI-misinfo, a signifcant 
performance drop compared to human-misinfo was observed. Re-
sults suggested that existing information assessment guidelines had 
questionable applicability, as AI-misinfo tended to meet criteria in 
evidence credibility, source transparency, and limitation acknowl-
edgment. We discuss implications for practitioners, researchers, 
and journalists, as AI can create new challenges to the societal 
problem of misinformation. 
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1 INTRODUCTION 
The Coronavirus Disease (COVID-19) pandemic has brought atten-
tion to the proliferation of health misinformation1. From fake cures 
to conspiracy theories, misinformation has led to substantial ad-
verse efects at the individual as well as societal levels. Examples of 
such efects include mortality and hospital admissions [20, 48], pub-
lic fear and anxiety [79, 107], eroded trust in health institutions [87], 
and exacerbated racial discrimination and stigma [41, 48]. Finding 
ways to combat misinformation is therefore of critical importance 
from the perspectives of both public health and governance. Manual 
identifcation of misinformation is, however, extremely laborious 
and often does not scale: a key issue given the rise of misinfor-
mation on social media [71]. As such, artifcial intelligence (AI) 
techniques have been touted as a timely and scalable solution for 
misinformation detection when compared to manual eforts [3, 25]. 

Unfortunately, AI techniques are far from being a savior in the 
battle against misinformation, but instead, can be used to generate 
misinformation [14]. For example, Large Language Models (LLMs) 
— machine learning algorithms that can recognize, predict, and 
generate human languages on the basis of large sets of human-
written content [13] — are now widely used in producing human-
like texts. Leveraging the power of LLMs, AI-generated content is 
increasingly indistinguishable from human-written information, 
and in certain cases even perceived to be more credible [59]. 

Once LLMs are used for generating misinformation, the ease 
and speed of producing high-volume text can signifcantly magnify 
views that are otherwise fringe or outright misleading, by creating 
an illusion of a majority perspective [26]. The spread of misinfor-
mation is already known to precipitate a distrustful environment, 
but what is new is AI’s ability to easily and quickly generate per-
suasive misinformation. The scalability presents malicious actors 
with a new tactic to perpetuate false narratives to unsuspecting 
users, which may create public confusion at a scale not previously 
possible. In November 2022 – although released with the best of 
intentions – Meta had to take down Galactica three days after re-
lease, an LLM for science that can “summarize academic papers, 
solve math problems, (and) generate Wiki articles” [43]. During 
that time, Galactica was found to generate biased and even incor-
rect results with fake papers and sometimes attribute references 
to real researchers [43]. One month later, the question-answering 

1We focus on misinformation as a broad category that concerns “false or partially false 
information which can be spread both unintentionally and intentionally” [81]. 
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chatbot ChatGPT was released and gained million-plus users in 
fve days [74]. As ChatGPT further brought LLMs into the public 
eye, it was also criticized for biased or false outputs [8]. 

Despite the capabilities of AI fabricating fuent and seemly cred-
ible misinformation, little work has examined the diferences be-
tween AI-generated and human-created misinformation or assessed 
the extent to which pre-existing solutions are applicable to AI-
generated misinformation. With of-the-shelf LLMs becoming more 
accessible to the general public, this work responds to this critical 
gap. Leveraging a state-of-the-art (SOTA) LLM, we seek to answer 
the following research questions: 

RQ1. What are the characteristics of AI-generated misinformation 
compared with human-created misinformation? 

RQ2. How do existing misinformation detection models perform 
on AI-generated misinformation? 

RQ3. How do existing assessment guidelines for spotting misin-
formation work on AI-generated misinformation? 

We situate our work in a health crisis, a highly polarized and 
uncertain time during which people are susceptible to worry, vul-
nerability, and rumors [96, 115]. To answer the research questions, 
we frst compiled a dataset of human-created misinformation from 
existing work [18, 83, 90] and extracted the most representative 
documents. Guided by Narrative Theory [17], we abstracted repre-
sentative documents into what we labeled as “narrative prompts” 
that captured the core narrative elements. Those prompts were 
then used for a SOTA LLM GPT-3 [13] to output AI-generated 
misinformation that is paired with human-created content. 

We examined the characteristics of AI-generated misinformation 
through text analysis and rapid qualitative analysis. Our results sug-
gest signifcant linguistic diferences in AI-generated misinforma-
tion as it had more emotions and cognitive processing expressions 
than human creations. We also observed that AI-generated misin-
formation tended to enhance details, communicate uncertainties, 
draw conclusions, and simulate personal tones. Next, we evaluated 
two common and pre-existing misinformation solutions: misinfor-
mation detection models and information assessment guidelines 
developed by journalists. We discovered existing detection mod-
els had performance degradation when classifying AI-generated 
misinformation as opposed to human creations. Similarly, infor-
mation assessment guidelines had questionable applicability, as 
AI-generated misinformation was more likely to mimic criteria in 
credibility, transparency, and comprehensiveness. 

Overall, this work makes three contributions. (1) We ofer a 
comprehensive understanding of AI-generated misinformation and 
its risks. To our knowledge, this is the frst work to examine the 
characteristics of AI-generated misinformation and how existing 
solutions work on AI generations. (2) We propose a theory-guided 
approach to compile AI-generated misinformation comparable with 
human creation, allowing us to explore relative diferences. Accord-
ingly, we also contribute an AI-generated (i.e., GPT-3) dataset to 
facilitate future research in AI and misinformation2. (3) We provide 
empirical evidence on the risks of LLMs and discuss implications for 
adapting current misinformation solutions in collective eforts from 

2This dataset can be made available to researchers, subject to adequate data usage 
agreements. 

practitioners, researchers, and journalists, as well as developments 
of moderation strategies. 
Content Warning. We caution the readers that some of the mis-
information examples included in this paper, for the purposes of 
better explication of results, can be profusely misleading and/or 
outright false. Some readers may fnd certain expressions to be 
ofensive, divisive, violent, or emotionally triggering. 

2 BACKGROUND AND RELATED WORK 
In this work, misinformation is referred to as the umbrella term that 
includes “false or partially false information which can be spread 
both unintentionally and intentionally” [81]. We chose to focus on 
misinformation as a broader category than disinformation which 
implies an intention to deceive or mislead people [44]. Below we 
frst give an overview of generative AI and its role in misinforma-
tion, as well as pre-existing algorithm- and human-driven solutions 
to misinformation. Then we provide background on COVID-19-
related misinformation that serves as the topical focus of our work. 

2.1 Generative AI and Its Role in the Age of 
Misinformation 

This study is motivated by the rapidly improving capabilities and 
accessibility of generative AI that can use training data to generate 
content in the forms of text, images, audio, and videos. The past 
decade has witnessed uplifting progress and wide applications in 
art [88], journalism [16], and screenplay [21]. Yet, behind the hype 
and landmark advancement is the concern of misuse and lack of 
governance. Researchers and journalists have tried to rein back 
the technology-centric complacency by calling out the issues of 
biases [11, 100], stereotypes [11, 52, 77], and malicious use [11, 34] 
in AI-generated content. 

Doctoring of content is not new. As part of the Great Purge [35] 
and to alter history books with revisionist views favorable to his 
regime and the Soviet Communist Party, Joseph Stalin removed 
Nikolai Yezhov from still images [99]. Today, creating misinforma-
tion does not require the types and extents of power wielded by the 
likes of Stalin. With the rapid evolution of generative AI [11, 111], 
it is increasingly easier to doctor content and perpetuate falsehoods 
at scale, whether by bad actors, discreet amateurs, or others. It 
has been shown that AI tools are capable of creating deep fakes 
of political leaders by adapting their actual video, audio, and pic-
tures [106, 111] – such as one deepfaked video in which Barack 
Obama was seen calling Donald Trump “a total and complete dip-
shit” [31]. Media outlets have thus highlighted the dangers of deep 
fake: it has been used to sow the seeds of discord in society and 
create chaos in public discourse [23, 26, 55]. As such, it is crucial 
to examine the role of generative AI as misinformation surges as a 
prominent challenge and threat to the healthy functioning of the 
public sphere and democracy [60]. 

However, little work has investigated the plausibility and risks of 
AI-generated misinformation. Some exceptional examples include 
Gamage et al. [32] which examined deepfake-related conversations 
on Reddit and found that people did not pay attention to the harms 
of AI-generated misinformation. While people expressed concerns 
about deep-faked videos, there was signifcantly less awareness 
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of the deceiving power of AI-generated text. Kreps et al. [59] con-
ducted experiments on AI-generated and human-written news arti-
cles and found that people could not distinguish between AI- and 
human-generated texts and that AI-generate news was perceived to 
be equally or more credible than human-written articles. Buchanan 
et al. [14] demonstrated LLM’s ability to create moderate-to-high 
quality misinformation messages with little human involvement. 
They also discovered that AI-generated misinformation could cus-
tomize language for specifc groups and sometimes deploy stereo-
types and racist language on certain topics. Yet, to fully understand 
the potential risks of AI-generated misinformation, there is still a 
gap in the literature regarding how existing misinformation solu-
tions work on AI-generated misinformation. Our study builds on 
prior scholarship and flls this gap by evaluating the applicability 
of existing solutions. 

2.2 Algorithmic and Human Solutions for 
Misinformation 

Prior work has explored algorithm- and human-centered approaches 
to address the issues of misinformation. Algorithmic-centered ap-
proaches primarily focus on automatic misinformation detection 
and correction, and characterization of misinformation and its cre-
ators [3]. On the other hand, human-centered approaches study how 
experts or crowds can help combat misinformation, and ways to 
infuence human perceptions and behaviors to misinformation [3]. 

Algorithm-Centered Solutions. Corrections made by detection 
models are proven to help reduce people’s belief in misinforma-
tion [102]. Accordingly, a sizable number of methodological stud-
ies in AI and machine learning have explored misinformation de-
tection models through the use of linguistic, syntactical, seman-
tic, and social features and achieved high predictability [37, 72]. 
For example, in the AAAI 2021 COVID-19 Fake News Detection 
challenge [83], the winning team achieved a weighted F1-score 
of 0.987 in classifying fake news from social media post data [37]. 
While most detection eforts focus on content-level features, some 
work highlights the importance of contextual factors and proposes 
frameworks to translate and operationalize publisher-news-user 
tri-relationship [97] and intrinsic uncertainty of misinformation 
detection [58]. Other works have focused on engineering novel so-
lutions that consider the holistic multimodal context surrounding 
information and misinformation [98]. 

Despite the fruitful outcomes of modeling impact factors of mis-
information and enhancing detection accuracy, some scholars have 
raised concerns regarding the generalizability of detection mod-
els [6, 101]. Specifcally, little is known about the applicability of 
pre-existing models to AI-generated misinformation. Therefore, our 
work seeks to address this gap by evaluating the generalizability of 
existing misinformation detection models on AI-generated text, a 
hitherto less explored form and source of misinformation. 

Human-Centered Solutions. Research has also investigated how 
experts and the general public can help combat misinformation. 
One of the most commonly explored approaches is fact-checking 
– the process of evaluating information veracity and correctness. 
Research has demonstrated its efcacy in helping debunk fake 
news [19, 102] but also acknowledged that the labor-intensive na-
ture made it challenging to scale [71]. However, it remains unclear 

as to what extent fact-checking, whether by humans or assisted by 
algorithms, is agile and adaptable to the rapidly evolving misinfor-
mation ecosystem [38]. Orthogonally, researchers have questioned 
the efcacy of fact-checking and the potential backfre efect where 
corrections inadvertently reinforce misinformation [64]. Studies 
show being corrected could decrease the quality and increases 
language toxicity in subsequent retweets [76], even when the cor-
rections came from a bot [5]. While some researchers have explored 
the psychological foundations of this phenomenon [39], others have 
advocated unpacking the characteristics of fake news to understand 
why corrections may not necessarily stick to consumers [61, 85]. 
Here we study the characteristics of one such type of misinforma-
tion, one that is AI-generated. 

Another common approach to mitigating the harmful efects 
of misinformation is improving information literacy. Journalists, 
scholars, and government agencies have developed information 
assessment guidelines [56, 113, 114, 114] to help people spot misin-
formation. Educational approaches have been found to be helpful 
in increasing the likelihood of identifying misinforming news [53]. 
However, current educational eforts have failed to address the cur-
rent media environment [15] and technology capabilities [89]. Rele-
vantly, little is known about the efectiveness of currently-available 
guidelines on AI-generated misinformation. As such, there is an 
urgent need for scholars and educators to create an up-to-date me-
dia literacy education agenda with consideration of AI capabilities. 
Our work seeks to address this need by examining misinformation 
generated by a SOTA language model. 

2.3 COVID-19 and Misinformation 
We situate our work in the COVID-19 pandemic and highlight this 
crisis background to help readers interpret our results. COVID-19 
misinformation has spread quickly since the start of the pandemic 
and has covered a variety of content, ranging from prevention, 
treatment, vaccine, and politics [12]. There are mortality and hos-
pital admissions resulting from the misinformation that drinking 
methanol or alcohol-based cleaning products can cure the virus [20]. 
Polling shows that 28% of Americans think that Bill Gates uses vac-
cines to implant microchips in people [20]. The tremendous amount 
and the great variety of misinformation were also associated with 
the nature of this public health crisis – featured by its high level 
of polarization, constantly changing situations, and high level of 
uncertainty [92, 115]. When facing a great level of uncertainty, it 
is challenging to think rationally and people are more vulnerable 
to worry and conspiracy ideas [96]. Accordingly, individuals turn 
to unofcial sources for information [45, 103]. This is also when 
misinformation campaigns efectively generate confusion [103]. 

Prior work studying COVID-19-related misinformation has pri-
marily focused on curating datasets of COVID-19 rumors and misin-
formation [18, 83, 90], understanding how people perceives and pro-
cesses misinformation [62], as well as detection of COVID-19 misin-
formation [37, 95]. However, little work has examined the potential 
“darker” side of AI in enabling misinformation in the context of a 
health crisis. As such, we note the vastly missing consideration of 
AI risks in existing COVID-19 misinformation datasets [18, 83, 90] 
and detection models [37, 95]. Our work extends this emergent 
scholarship by contributing a more comprehensive examination of 
AI-generated misinformation and its risks. 
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Figure 1: An overview fgure summarizes the major steps of our study: 1 compiling and curating AI-generated misinformation 
that includes four sub-steps 1a 1b 1c 1d (Section 4), 2 understanding characteristics of AI-generated misinformation (Section 5), 
3 evaluating misinformation detection models on AI-generated misinformation (Section 6), and 4 evaluating information 
assessment guidelines on AI-generated misinformation (Section 7). 

3 STUDY OVERVIEW 
While prior work has acknowledged the plausibility and risks of AI-
generated misinformation [14, 59, 78], there is no currently available 
data that is large enough and comparable with human creation. 
Therefore, as shown in Figure 1, the frst part of our study involved 
compiling and curating a dataset of AI-generated misinformation 
(Section 4), allowing us to investigate the diferences between AI-
generated and human-created misinformation. 

LLMs can generate a text completion based on an inputted 
prompt that specifes and instructs the task, such as “write about 
why vaccines can protect people from COVID-19”. For our work, we 
utilize this feature of LLMs as a generative approach, a technique 
that has been adopted in recent research for compiling datasets on 
news stories [59] and greeting card messages [100]. To create AI-
generated misinformation that is comparable to human-created con-
tent while leaving linguistic fexibility for AI creation, we propose 
an approach to collecting paired human- and AI-misinformation. 
This approach consists of four steps: 1a identifying human-created 
COVID-19 misinformation that is manually annotated and peer-
reviewed (Section 4.1), 1b extracting topic clusters and the most 
representative documents to typify the human-created misinforma-
tion dataset (Section 4.2), 1c abstracting the representative docu-
ments into “narrative prompts” that characterize the core elements 
or salient attributes in documents (Section 4.3), 1d generating syn-
thetic outputs from a state-of-the-art LLM GPT-3 using narrative 
prompts (Section 4.4). 

Thereafter, corresponding to RQ1, we studied the linguistic fea-
tures and expression patterns to examine the characteristics of 
the thus compiled AI-generated misinformation compared with 
the original human creations, as described in Section 5 (labeled 
as 2 in Figure 1). Next, we assessed how current solutions for 
misinformation work (or do not work) on AI-generated misinfor-
mation. Specifcally, for RQ2, we evaluated existing misinformation 
detection models on classifying AI-generated misinformation in 

Section 6 (labeled as 3 in Figure 1). For RQ3, we assessed to what 
extent do information assessment guidelines work on AI-generated 
misinformation in Section 7 (labeled as 4 in Figure 1). 

4 COMPILING AN AI-GENERATED 
MISINFORMATION DATASET 

As introduced in Section 3, the frst part of this study is to compile 
and curate an AI-generated misinformation dataset that is com-
parable with human-created content. In this task, our goal is to 
ensure that the compiled AI-generated misinformation refects the 
salient narratives in human-created misinformation, while also 
having linguistic fexibility in the creation process. Specifcally, we 
frst summarized human-created misinformation with the most 
representative documents in various topical clusters and then ex-
tracted their core elements (story, type, purpose, evidence) through 
a content analysis guided by Narrative Theory [17]. Those core 
elements helped us abstract representative documents into what 
we label as “narrative prompts”, which were then used in a SOTA 
large language model to output AI-enabled misinformation. 

4.1 Collect Human-created Misinformation 
As our frst step to compile AI-generated misinformation ( 1a in 
Figure 1), we utilized peer-reviewed COVID-19 misinformation 
datasets collected from news websites and social media platforms. 
Datasets were selected based on fve criteria: (1) the content is in 
English, (2) labels are publicly available, (3) the dataset is about 
COVID-19 misinformation, (4) the determination of information 
veracity is annotated manually by referring to fact-checked sources 
rather than through algorithms, and (5) the dataset or publication 
attached to it is peer-reviewed. This gave us three datasets: 

• COVID19-FNIR [90]: 3,727 fake news scraped from Poynter, col-
lected between February and June 2020 and published at IEEE 
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Table 1: Human-created COVID-19 misinformation dataset. 
News includes information and articles from news agencies 
and media organizations, in formats of newspapers, online 
platform posts, radio, and cable. 

Data News stories Social media Total 
COVID19-FNIR 3,727 / 3,727 
CONSTRAINT / 5,100 5,100 
COVID-Rumor 3,041 540 3,581 

Total 6,768 5,640 12,408 

Dataport. This data spans from India, United States, and Euro-
pean regions. For our purpose, we exclude posts that are recorded 
as mostly true (11), in dispute (1), and no evidence (56). 

• CONSTRAINT [83]: 5,100 misinformation posts gathered from 
social media platforms such as Twitter, Facebook, and Instagram. 
This dataset was collected before December 2020 and published 
at AAAI 2021 the First Workshop on Combating Online Hostile 
Posts in Regional Languages during Emergency Situation. 

• COVID Rumor [18]: 3,581 misinformation posts from news re-
ports and Twitter (excluding true and unverifed posts), among 
which 3041 are news and 540 are tweets. This dataset was col-
lected between December 2019 and March 2020, and published 
at Frontiers in Psychology. 
Since these datasets do not note the presence of any AI-generated 

or synthetic text, we assume them as human-created misinforma-
tion. Our human-created misinformation datasets were collected 
mostly before June 2020 and no later than December 2020. At at 
that time, GPT-3 was the only open-to-public LLM with proven 
profciency and its API was released in late June 20203. Although 
less likely, we acknowledge this assumption might not be true and 
discuss the potential downstream impacts in the Limitations sec-
tion (Section 8.3). Annotations of three datasets were all made by 
researchers and cross-validated to authoritative fact-checking or-
ganizations such as Snopes and PolitiFact. The veracity labeling 
was determined based on the best knowledge at the annotation 
time. Table 1 summarizes the combined human-created COVID-19 
misinformation dataset with a size of 12,408 (dataset addressed as 
Human-misinfo for the rest of this paper). 

4.2 Extract Representative Documents 
To summarize and present the Human-misinfo dataset, we applied 
topic modeling to gather latent topic clusters and the most repre-
senting documents within each topic ( 1b in Figure 1). We chose 
to employ Latent Dirichlet Allocation (LDA) [9], an unsupervised 
machine learning algorithm widely used for analyzing a corpus of 
documents to reveal latent prevalent topic distributions [116]. We 
pre-processed and cleaned the data through tokenizing, stop word 
removal (e.g., ‘but’, ‘that’, ‘what’), and lemmatization. We included 
�-grams (�=1,2) with a frequency of appearance greater than 5, and 
then converted our dataset into a bag-of-words. Since LDA does 
not determine the optimal number of topics, we used the coherence 
measure as a metric to fnd the optimal number of topics for the 
best model ft. The coherence metric measures how words within 

3https://openai.com/blog/openai-api/ 
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Figure 2: Coherence scores for topic modeling in human-
created misinformation (highest value observed at �=5). 

Table 2: List of topics in Human-misinfo with top keywords 
and example posts. 

Topic# Top 10 Keywords Freq 

1 people, spread, kill, test, chinese, infect, prevent, quar- 23.52% 
antine, corona, home 

“A natural remedy that kills coronavirus. Start pot of boiling water on stove. Cut 
peels of oranges or lemons or both‚ your choice. Add sea salt to pot of boiling 
water. Add orange or lemon peels to pot of boiling hot water. Boil on high for 
a few minutes. When water and ingredients in pot have been brought to a boil, 
turn down the heat, put your face down to pot and breathe in steam. Do this for 
15 minutes or as much as you can stand.” 

2 virus, vaccine, china, cure, au, new_coronavirus, mask, 21.52% 
find, call, work 

“An asymptomatic person is a HEALTHY person. He is someone who has a virus 
but his body developed antibodies. This is called atenuated virus, which means 
that he dominated the virus thanks to his healthy lifestyle habits. This person 
does not spread the virus, but communicates antibodies to the rest of the people 
and generates herd immunity.” 

3 india, lockdown, due, government, state, outbreak, coun- 18.58% 
try, infection, report, city 

“The State of Florida has announced measures all workplaces with 10 employees 
or more are to have paid mandatory leave to avoid the spread of the COVID-19 
coronavirus starting on March 6, 2020. All schools are to close for 2 weeks also 
from March 6th. Ofices will resume afer 2 weeks of the mandatory closure. A 
list of all schools and businesses in your area are shown on the list.” 

4 claim, video, hospital, die, patient, show, doctor, italy, 18.96% 
man, time 

“A photo of a man and woman embracing has been shared hundreds of times on 
Facebook and Twiter alongside a claim that it shows two Italian doctors who 
died of a novel coronavirus, COVID-19, afer contracting the disease from the 
patients they treated” 

5 htps_co, pandemic, case, death, mail, wuhan, make, 17.42% 
day, news, trump 

“More racist shit to distract you. Illegal immigration’s happening worldwide, 
engineered by all UN member nations to distract atention from the real issue. 
Totalitarianism, the fake pandemic and the removal of human rights in the devel-
opment of mass democide and a #NewWorldOrder” 

a topic tend to co-occur, with evidence showing it correlates with 
expert opinions of topic quality [73]. We altered the number of 
topics (�) from 5 to 30 and calculated the coherence score for the 
pre-processed corpus. Fig. 2 shows the coherence score distribution 
with the highest coherence score at �=5. Table 2 gives an overview 
of the fve topic clusters with top keywords and example posts. 

LDA calculates a document’ percentage of contribution in topic 
clusters, which allows us to fnd the most representative documents. 
Specifcally, we selected the most representative 50 documents in 
each topic cluster, giving us a total of 250 documents for annotation. 
Among the 250 documents, 97 are news stories and 153 are social 

https://openai.com/blog/openai-api/
https://coun-18.58
https://quar-23.52
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media posts. For the purpose of content analysis in the next step, 
mega threads and fact-checking corrections were excluded and 
replaced with the next representative documents. Mega threads 
refer to documents that contain a collection of information, and fact-
checking corrections are posts made by professional fact-checking 
organizations and contain both misinformation and corrections. 

4.3 Abstract Documents into Narrative Prompts 
The third step was extracting key elements in the 250 representative 
human-created misinformation from Section 4.2 while detaching 
modifers and secondary details ( 1c in Figure 1). We conducted a 
content analysis guided by Narrative Theory [17, 22] to abstract 
representative documents into what we label as “narrative prompts” 
that summarize the story, type, purpose, and evidence in narratives. 

4.3.1 Theoretical Framework: Narrative Theory. The intuition of 
using Narrative Theory is to help distinguish the story itself from its 
representation. Previous work has successfully adopted it to extract 
elements in a narrative [54]. In the eyes of formalist-structuralist 
narrative theory, each narrative contains two elements – the story 
and the discourse [17]. Stories contain the content of narratives 
through events (e.g., actions and happening) and existents (e.g., 
characters and settings) [17]. The story structure (event + exis-
tent) is similar to subject-verb-object triplets of key elements in 
previous work in extracting conspiracy theories [93], e.g., “lab cre-
ated COVID-19”. Discourse, on the other hand, refers to the form 
and substance of expression [17]. Drawing from previous work in 
journalism communication [57] and misinformation linguistic sig-
nals [51], we specifed the expression form as (i) type and (ii) purpose, 
and referred expression substance to the (iii) evidence. Specifcally, 
type includes news reports and non-news posts, as previous work 
has demonstrated the impact of article genre and publisher on 
credibility assessments [7, 30, 33, 49]. Then, we categorized pur-
poses into reports, instructions, and commentary, following the 
journalism practice of diferentiating reporting and opinions [105] 
– a practice adopted by news agencies and organizations such as 
the Wall Street Journal, New York Times, Fox News, etc. Lastly, 
evidence refers to any form of information used to support a point. 

4.3.2 Content Analysis and Prompt Creation. This section explains 
how we conducted a content analysis based on Narrative The-
ory [17] to create narrative prompts. Narrative prompts focus on 
four core elements in a message: story, purpose, evidence, and type. 
Elements of story, purpose, and evidence were captured through a 
content analysis, while the type element was manipulated as a vari-
able to give us two subsets of news and posts. Purpose and evidence 
were coded by two researchers separately. Inter-rater reliability was 
calculated (results below) and any coding mismatch was discussed. 
Core stories were summarized by one researcher and verifed by 
another researcher, and rejected summarizations were discussed 
between the two researchers till reaching an agreement. Table 3 
overviews all elements in a narrative prompt with defnitions and 
examples of each element. As an example, one narrative prompt 
is “write a news [type] to give instructions on how [purpose: 
instruction] to use boiling water to kill covid [story] according 
to a research study [evidence].” 

After developing an initial framework, two researchers tested 
it by independently coding all elements in 30 random samples. 
Coding results were compared and discussed to revise element def-
initions. Then, all 250 documents were coded with a refned frame-
work, including the previously-coded ones. The total coded 250 
documents achieved high inter-rater reliability, with an averaged 
Cohen’s kappa (�) coefcient of 0.87. Among the 250 documents, 
184 are reports, 31 are instructions, and 35 are commentaries. 112 
documents mention at least one type of evidence. The fnal narra-
tive prompts (N = 500) contain two subsets of news (N = 250) and 
non-news (N = 250) with the same annotated narrative elements of 
story, purpose, and evidence substance. 

4.4 Output AI-Generated Misinformation 
Lastly, we used a state-of-the-art LLM called GPT-3 [13] as the 
tool to compile and curate AI misinformation based on human 
creations ( 1d in Figure 1). GPT-3 is trained on 175 billion parameters 
from 45 terabytes of human-created text collected from web pages, 
Wikipedia, books, and social media data [13]. It is evaluated as the 
model with outperforming bilingual evaluation understudy (BLEU) 
score among four state-of-art text generation methods (RNN, GAN, 
GPT, and CTRL) [66] and the best syntactic generalization score 
among trained (LSTM, ON-LSTM, Transformer, n-gram) and of-
the-shelf (GPT, JRNN, Transformer-XL) models [46]. 

We fed GPT-3 with the 500 narrative prompts and collect the 
text completion results by the model, in a similar approach to prior 
work studying AI-generated texts [100]. Specifcally, we used the 
latest model davinci-002 which was the most capable model with 
the most up-to-date training data at the time of this work. We set 
the temperature that controls the randomness of results to 70%4 

and kept one best result. This dataset is referred to as AI-misinfo 
for the rest of this paper. 

Among the 500 AI-generated misinformation, the average token5 

size is 119.12 (SD: 69.25, Max: 472, Min: 32). The average token size 
of AI-generated news and non-news posts are respectively 116.01 
(SD: 61.65, Max: 360, Min: 32) and 122.24 (SD: 76.10, Max: 472, Min: 
32). To provide a general sense of how COVID-19-related keywords 
are mentioned in the two datasets, we present two example word-
trees in Figure 3 based on two prominent keywords of “virus” and 
“outbreak”. For example, common expressions about virus in human-
created misinformation are “kill virus” and “virus vaccines”, and 
frequent phrases around outbreak in AI-generated misinformation 
are “due to outbreak” and “responsible for outbreak”. Table 4 shows 
an example triplet misinformation about COVID-19 fake cures. 

4A higher temperature is suitable for more creative applications (commonly 0.70–0.90) 
and 0 for tasks with a well-defned answer [2].
5Tokens can be words or chunks of characters (e.g., the word “hamburger” consist of 
tokens “ham”, “bur” and “ger”) [2]. One token is approximately four characters or 0.75 
words for English text [2]. 

https://0.70�0.90
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Table 3: Narrative prompt creation framework guided by the Narrative Theory [17]. 

Narrative Elements Definition Prompt Reflection Example 

/ The core part of a narrative – an account of existent “boiling water kills covid” 
(Event + (e.g., people, objects, concepts) and its related events Story 
Existent) (such as actions taken or occurrences happening) 

Evidence 
substance 

News Formal reporting of events or maters 

Type Non-news Informal communications of information or subjects 

Report To provide facts, data, and information by describing 
events, actions, or statements. 

Discourse Purpose Instruction To prompt certain actions or provide instructions on 
carrying out actions. Action-focused. 

Commentary To state standpoints or perspectives towards certain 
issues or topics. Opinion-focused. 

/ Evidence used to support a point, such as visual evi-
dence, scientific research, or direct quote. 

“a news post” 
“a post” 
“to write about...” 

“to give instructions on how to...” 
“to advise people to do...” 
“to comment that...” 
“to persuade people the fact that...” 
“a photo showing” 
“according to a memo” 
“with a direct quote” 

Table 4: Example triplet of human-created misinformation, 
AI-generated fake news, and AI-generated fake post. 

Type Text 
Human-misinfo We can neutralise the new coronavirus SARS-CoV-2 by exposing 

ourselves to the sun and drinking hot beverages. The use of a 
mask is not efective and the virus itself is a threat to our life 
only if we are part of a high risk group. 

AI-misinfo: News A new study has found that drinking hot beverages and exposing 
yourself to sunlight can help to neutralize the Covid-19 virus. 
The study, which was conducted by researchers at the University 
of Southampton, found that these simple measures can help to 
reduce the amount of virus present in the body and make it less 
infectious. 
The study also found that wearing a mask is not as efective at 
preventing the spread of Covid-19 as previously thought. The 
researchers say that while masks can help to reduce the amount 
of virus emited by an infected person, they are not efective at 
stopping the virus from being inhaled. 
Covid-19 is only considered to be life-threatening to high-risk 
groups such as the elderly and those with underlying health con-
ditions. However, the virus can cause mild to severe symptoms 
in people of all ages and can lead to serious complications. 

AI-misinfo: Post There is a lot of misinformation circulating about how to protect 
yourself from Covid-19. Some people believe that drinking hot 
beverages and exposing yourself to the sun will neutralize the 
virus. Others believe that using a mask is not efective. The truth 
is that Covid-19 is only life-threatening to high-risk groups, and 
taking simple precautions like washing your hands and wearing 
a mask can help protect you. 

5 RQ1: UNDERSTANDING CHARACTERISTICS 
OF AI-GENERATED MISINFORMATION 

Based on the AI-generated misinformation dataset curated above, 
we now seek to understand its characteristics ( 2 in Figure 1). Specif-
ically, we frst describe our analysis methods to understand the 
semantics-focused linguistic diferences between Human-misinfo 
and AI-misinfo (Section 5.1.1), followed by an examination of content-
focused expression patterns extracted via a generative model and a 
rapid qualitative analysis approach(Section 5.1.2). We then describe 
our results in Section 5.2. 

5.1 RQ1 Methods 
5.1.1 Linguistic Diferences. We utilized the Linguistic Inquiry and 
Word Count (LIWC) [104] as the text analysis tool to examine 

linguistic styles that are content-driven but focus on stylistic and 
tonal features. LIWC is a validated psycholinguistic lexicon [104] 
and has been widely used in social media data and misinformation 
empirical and detection work [51, 91]. Specifcally, we considered 
four categories of psycholinguistic features: 
• Language styles: analytic thinking (or categorical-dynamic in-
dex, CDI [84]) captures indicators of abstract thinking and cogni-
tive complexity, which are required in formal and logical thinking 
patterns; clout expressions or self-focused expressions that tend to 
display relative social status, confdence, and leadership; authen-
tic speech that indicates more spontaneously and non-regulated 
language; and emotional tone which is the degree of emotions 
refected in communications. 

• Informal attributes: informal language used in daily conversa-
tions and netspeak of shorthand expressions (e.g, ’lol’) that are 
often used in online communication. 

• Afective attributes: afect that represents expressions related 
to emotional status, including positive emotions (e.g.,“good, love”) 
and negative emotions such as anxious, anger, and sadness. 

• Cognitive attributes: cognitive process that represents human 
cognitive processing, for example, mental processes of insight, 
causation, discrepancy, tentative, certitude, and diferentiation. 

• Perceptive attributes: perception that represents the ability or 
process to see, hear, or feel something through diferent senses. 

• Drives attributes: drives that refer to people’s urge or eforts to 
achieve certain goals, through expressions of needs for afliation, 
achievement, power, reward, or risk-avoidance. 
We calculated the occurrence frequency of linguistics features 

in each category and computed the relative diferences (D) in the 
average occurrence between 250 pairs of human-created misinfor-
mation and AI-generated misinformation. 

D = (AI-misinfo − Human-misinfo)/Human-misinfo 

5.1.2 Expression Paterns. To investigate content-related features, 
we conducted a SAGE analysis to identify distinctive expressions 
between AI-misinfo and Human-misinfo, and a rapid qualitative 
analysis to further uncover nuanced patterns in AI-generated text. 

SAGE Analysis: First, we used the Sparse Additive Generative 
Model (SAGE) [29] to identify the highly used distinctive expres-
sions between human-created misinformation and AI-generated 
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(a) Word-tree of “virus” in Human-misinfo dataset 

(b) Word-tree of “outbreak” in AI-misinfo dataset 

Figure 3: Example word-trees based on two prominent tokens 
of “virus” and “outbreak”, representing two datasets (Human-
misinfo and AI-misinfo) in the form of co-occurrences of 
keywords. Font sizes are proportional to occurrences. 

misinformation. SAGE is an unsupervised (generative) language 
model that can help identify salient distinctive expressions in two 
clusters [29]. It compares the parameters of two documents with a 
self-tuned regularization parameter to balance frequent and rare 
terms [29] and has been applied in previous work comparing con-
spiracy theory expressions in varied information sources [93]. 

Rapid Qualitative Analysis: To further examine the nuanced 
expression patterns, we performed a rapid qualitative analysis [40]. 
Rapid qualitative analysis is useful to obtain targeted qualitative 
data and comparative results when data collection targets and pro-
cesses are highly structured [65]. Research has demonstrated its 
efectiveness and rigor compared with traditional qualitative analy-
sis, despite a streamlined process [80]. Three researchers frst went 

through all the data to establish a general understanding. Then to 
inductively characterize expression diferences between Human-
misinfo and AI-misinfo, researchers independently took descriptive 
notes to refect on and summarize what was diferent in AI-misinfo 
relative to the paired Human-misinfo. For example, “provide the 
background of researchers with full names and afliations” and 
“present the incident in detailed stories with a format of dialogues”. 
Next, three researchers met and reviewed all the notes together, 
and used thematic analysis to group lower-level summarizations 
and refections into higher-level themes of expression patterns, 
such as “enhancement of details”. The document-level themes are 
non-exclusive, meaning one document can contain multiple pat-
tern patterns or none. Lastly, one researcher used the themes to 
deductively re-code the 500 AI-generated misinformation on the 
document level and calculated the occurrence frequency. 

5.2 RQ1 Results 
5.2.1 Linguistic Diferences. We found statistically signifcant lin-
guistic diferences between Human-misinfo and AI-misinfo pairs. 
Broadly speaking, AI-generated posts were more signifcantly difer-
ent from human creations than AI-generated news. Table 5 presents 
all relative diferences between AI-generated and human-created 
misinformation. Appendix A further provides statistics of mean 
and variances within each category. 

First, we found AI-generated misinformation had diferent com-
munication styles than human creations, with the fexibility to alter 
language when creating news versus posts. Generally, AI-generated 
misinformation signifcantly difered in analytical and authentic 
writing style but not in tone or self-focused expressions. At the same 
time, we witnessed distinctions between AI-generated news and 
posts. Specifcally, AI-generated news contained more keywords of 
analytical processing and authenticity than human creations, but 
with a less self-centric and emotional tone. On the contrary, AI-
generated posts involved less analytical and authentic expressions 
and more self-centricity and emotional tone. 

We also found AI-generated misinformation to be less casual 
with signifcantly fewer informal expressions and Internet slang. 
This indicates that human creations are still comparatively more 
natural and spontaneous, using expressions such as fllers of “you 
know” and “I mean” and netspeak of “btw” and “lol”. 

In terms of afect, AI-generated misinformation presented stronger 
emotions than human creations. Specifcally, AI-generated posts 
integrated more positive and negative emotional keywords, while 
such characteristics were not statistically signifcant in AI-generated 
news. This could be explained by the common expectations of news 
to be rational and fact-based in communications. We believe the 
emotional amplifcation in AI-generated misinformation may work 
as bait to catch readers’ attention and encourage sharing intention. 
For example, a human-created post “A photo of a man and woman 
embracing has been shared on Facebook and Twitter alongside a claim 
that it shows two Italian doctors who died from COVID-19 after con-
tracting the disease from the patients they treated.” is transformed 
into “It is with great sadness that we report that two Italian doctors 
have died from covid-19. Both were dedicated medical professionals 
who worked tirelessly to care for their patients. Their deaths are 
a tragic loss for the Italian medical community and our thoughts 
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Table 5: Linguistic diferences between 250 AI-misinfo and Human-misinfo pairs. Green numbers represent positive diferences 
in the average occurrence frequency compared with human-created misinformation and Purple numbers represent negative 
diferences. Wilcoxon signed-rank test is performed to determine whether there was a signifcant diference between Human-
misinfo and AI-misinfo (*** �<0.001, ** �<0.01, * �<0.05). 

Misinfo Misinfo: News Misinfo: Post 
Linguistic Features Dif% Wilcoxon � Dif% Wilcoxon � Dif% Wilcoxon � 

Language Styles 
Analytic (CDI) -4.53% ** 3.55% -9.55% *** 
Clout (self-centric) 4.03% -1.54% 7.88% 
Authentic -17.62% * 5.69% -31.37% ** 
Tone 9.11% -4.17% 16.02% 
Informal Atributes 
Informal -88.94% *** -80.42% * -90.19% *** 
Netspeak -96.98% *** -94.72% * -97.37% *** 
Afective Atributes 
Afect 39.18% *** 26.73% * 46.17% *** 
Positive emotion 49.99% *** 21.35% 64.08% *** 
Negative emotion 30.23% *** 29.89% 30.45% * 
Anxiety 59.10% ** 20.47% 107.30% ** 
Anger 17.16% 43.34% 7.00% 
Sad 16.46% 14.22% 17.86% 
Cognitive Atributes 
Cognitive process 47.84% *** 42.79% *** 50.78% *** 
Insight 51.74% *** 71.96% ** 42.34% ** 
Causation 49.74% *** 48.71% * 50.26% *** 
Discrepancy 77.40% *** 32.15% 104.56% *** 
Tentative 51.83% *** 52.23% * 51.58% *** 
Certitude 10.08% 6.93% 11.32% 
Diferentiation 43.17% *** 18.80% 67.43% *** 
Perceptive Atributes 
Perception -19.10% -28.99% * -10.00% 
See -30.75% * -43.07% * -15.27% 
Hear 2.69% 2.58% 2.77% 
Feel 9.56% 3.70% 13.50% 
Drives Atributes 
Drive 14.72% *** 18.33% * 12.58% 
Afiliation -19.96% -22.27% -18.56% 
Achievement 12.05% 12.70% 11.71% 
Power 19.53% ** 22.95% * 17.29% * 
Reward 77.99% *** 135.63% * 59.59% * 
Risk 66.96% *** 49.11% ** 80.51% *** 

are with their families and friends at this difcult time.” The emo-
tional appeal is especially important in the context of a health crisis, 
where people have an escalated level of fear due to risks and un-
certainties [68] and can be susceptible to worry, vulnerability, or 
conspiracy theories [96]. 

Another signifcant characteristic of AI-generated misinforma-
tion is that it involved more cognitive processing through artic-
ulations of insights, causation, discrepancies, tentativeness, and 
diferentiation. Using more cognitive keywords, AI-generated mis-
information was able to achieve better reasoning, which could con-
tribute to credibility establishment. For example, an AI-generated 
post says “The fndings also suggest that the drug may be more 
efective than current treatments for the disease. The study’s authors 
say that more research is needed to confrm the fndings, but they 
believe that the fndings ofer a ray of hope for the millions of people 
who have been afected by the disease.” Among all cognitive aspects, 
the only exception is in certitude where the distinction between AI 
and human creations was not statistically diferent. 

There was a less signifcant diference in expressing perceptions. 
AI-generated fake news tended to contain fewer perception-related 
expressions, especially sight perception such as “see, color”. 

Lastly, AI-generated misinformation tended to contain more 
drive-related expressions, such as power, rewards, and risks. This 
tendency was particularly overt in communicating risks, for ex-
ample, “This is a dangerous and serious situation, and residents 
are urged to be vigilant and report any suspicious activity to the 
authorities.” This prevalence of risk expressions echoes prior work 
that shows false rumors inspire fear in the replies compared with 
true information [108]. It may also be related to the crisis context 
where risk communication is essential. 

5.2.2 Expression Paterns. We further explore nuanced distinctions 
in content-related expressions between human and AI creations. 

SAGE Analysis. Table 6 presents the SAGE analysis results that 
distinguished the salient keywords in two datasets. Here a negative 
SAGE score indicates the greater saliency of the �-gram (�=1,2,3) 
in AI-generated misinformation and a positive saliency indicates 
a greater saliency in human-created misinformation. We found 
that AI-generated misinformation tended to include more credi-
bility indicators such as “research” and “experts” or nation-scale 
words like “country” and “government”. We presume this could 
be related to rapid qualitative analysis’ fnding that AI-misinfo is 
likely to draw conclusions and link individual cases to generalized 
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Table 6: Top salient keywords between human-created and AI-generated misinformation by SAGE analysis [29]. Bar lengths 
indicate the magnitude of SAGE score; negative values indicate distinctness in AI-generated misinformation, and positive 
values indicate distinctness in human-created misinformation. 

AI-misinfo (News) Human-misinfo 
Keyword SAGE Keyword SAGE 

said -2.55 post 2.75 
country -2.40 corona virus 2.30 
government -2.29 ice 2.22 
according -2.06 air 2.13 
order -2.06 quote 2.02 
spread -2.02 pm 1.91 
control -1.85 image 1.91 
way -1.81 Mar 20 1.78 
increase -1.80 coronavirus patients 1.78 
lives -1.79 lungs 1.78 
residents -1.73 physically 1.78 
released -1.72 qwertyu 1.78 
pension -1.71 paid mandatory 1.63 
death -1.64 & 1.63 
research -1.64 close weeks march 1.63 

AI-misinfo (Post) Human-misinfo 
Keyword SAGE Keyword SAGE 

way -2.50 posts 2.59 
government -2.34 corona virus 2.14 
said -2.33 ice 2.06 
spread -2.28 person 2.06 
lives -2.24 air 1.97 
country -2.22 quote 1.86 
need -2.15 lakh 1.86 
order -2.14 Mar 20 1.62 
pension -2.13 physically 1.62 
death -2.01 qwertyu 1.62 
programs -1.98 lungs 1.62 
stop -1.87 close weeks 1.46 
testing -1.81 a virus starting 1.46 
able -1.81 19 coronavirus 1.46 
experts -1.80 starting march 1.46 

ideas. In addition, AI-generated misinformation also included a lot 
of action words in distinct expressions (e.g., “said, order, control, 
increase, release, stop”). On the other hand, human-created misin-
formation used more time references (e.g., “March 20”, “close weeks 
(in) march”, “starting (in) march”, “pm”) and evidence indicators 
(e.g., “post”, “image”, “quote”, “image”). 

Rapid Qualitative Analysis. Our analysis results suggested four 
major themes regarding the traits of AI-misinfo, including the en-
hancement of details, communication of uncertainty and limitations, 
the tendency of drawing conclusions, and simulation of personal 
and human-like tone. 

(1) The enhancement of details (339 out of 500, 67.8%): We found 
AI-misinfo enhanced the level of details by specifying the fve Ws 
and one H (i.e., who, what, when, where, why, and how). With 
the enhanced level of details, AI-misinfo presented vivid stories of 
happenings, and often included evidence and diverse perspectives. 
Particularly, AI-misinfo tended to enrich ‘Who’ by providing full 
names and afliations to enhance credibility, supplement ‘Why’ 
with evidence and logic to improve persuasiveness, and augment 
‘How’ via details and graphic expressions. Vivid stories were most 
common in describing negative events, for example, “assault at 
a temple in India was sparked by the ofcer’s attempt to enforce a 
nationwide novel coronavirus lockdown” is expanded by AI into “a 
police ofcer enforcing covid lockdown measures at the temple, when 
he is suddenly attacked by a group of men. The ofcer is seen being 
beaten with sticks and punched repeatedly, before fnally being forced 
to the ground. The men then continue to kick and stomp on him, even as 
he lies helpless on the ground.” Lastly, AI-misinfo had the inclination 
to support statements with evidence such as authority confrmation 
and statistic numbers. For example, an original post saying that 
“According to doctors, if COVID-19 is hit by steam from the nose, the 
corona can be eradicated” has an AI-enhanced version of “Dr. XXX 
[anonymized], an infectious disease specialist at Vanderbilt University 
Medical Center, says it’s a good way to kill the virus. ‘The steam will 
actually get up into your nose and help to liquefy any secretions that 
are up there and make it easier for you to expel them,’ he told Fox 

News. ‘It also has the efect of warming and moistening the airways, 
which is always helpful when you have respiratory symptoms.”’ 

(2) Communication of uncertainty and limitation (66 out of 
500, 13.2%): AI-misinfo tended to communicate uncertainties and 
limitations to increase transparency and credibility. Acknowledged 
limitations included unknown details or evidence reliability, such 
as “it is not yet known what sparked the attack”, “the man, who 
has not been identifed”, and “more research is needed to confrm 
the fndings.” It is also noteworthy that prior research points out 
that recognizing and admitting uncertainty is important in risk 
communication to establish credibility [115]. As such, we highlight 
that uncertainties and limitations expressed inAI-misinfo can help 
establish information credibility and foster trust in a crisis context. 

(3) Tendency of drawing conclusions (148 out of 500, 29.6%): AI-
misinfo also had a tendency to boost original human creations with 
conclusions by summarizing the key points (e.g., “So, next time 
you’re feeling run down or under the weather, try ...” ), linking indi-
vidual events to border phenomena (e.g., “It is also a worrying sign 
that the Italian authorities are...” ), or calling for future actions (e.g., 
“If you know anyone who is Muslim, please talk to them about...” ). The 
appearance of conclusions among AI-misinfo might refect human 
beings’ cognitive biases and highlight the risks of AI-enhanced 
misinformation inviting people to fall for misinformation traps. 
The subconsciousness to search for shortcuts in reasoning, remem-
bering, and evaluating information that may lead people to draw 
wrong conclusions. Oftentimes, such information can be fawed or 
unrepresentative, or the conclusions and interpretation are unjusti-
fed [110]. We also found several rare cases where GPT-3 brought 
up questions about the statement, for example, “I am skeptical of 
this claim, as there is no scientifc evidence to support it.” 

(4) Simulation of personal and human-like tones (141 out of 
500, 28.2%): Generally, we did not fnd explicit distinctions between 
Human-misinfo and AI-misinfo in tone as they both can be very 
human-like and emotional-appealing (e.g., “Personally, I think that 
this is a barbaric and cruel way to try to prevent the spread of the 
virus” ). Some AI-generated misinformation directly addressed to 
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the readers, such as “Hi everyone, As you may have heard, there 
is a new virus called Covid-19.” Some conveyed evident emotional 
inclination, for example, “It is with great sadness that we report that 
two Italian doctors have succumbed to covid-19. [...] This tragic news 
highlights the risks that healthcare workers are facing as they work 
to save lives during the pandemic. We extend our deepest condolences 
to the families and friends of the deceased.” Prior work has found 
that misinformation was signifcantly more emotional and less neu-
tral in sentiment than non-misinformation [82]. Our work shows 
the shared characteristics of AI-misinfo in the tone utilized when 
producing misinformation. 

6 RQ2: EVALUATING EXISTING DETECTION 
MODELS ON AI-MISINFORMATION 

In this section, we describe our methods and the results of evaluat-
ing pre-existing misinformation detection models on AI-generated 
misinformation ( 3 in Figure 1). 

6.1 RQ2 Method 
We examined work that cited any of the three human-created mis-
information datasets used in this study to see if any focused on the 
misinformation detection task and made code publicly available. We 
found all currently published algorithms were from the AAAI 2021 
shared task challenge – “COVID-19 Fake News Detection in Eng-
lish” using the CONSTRAINT dataset [83]. Therefore, we selected 
the winner among 166 participating teams. We evaluated their 
highly-cited COVID-Twitter-BERT (CT-BERT) models [37] on the 
AI-generated misinformation and compared the performance with 
the original Twitter dataset. Briefy, CT-BERT was a transformer-
based model pretrained on COVID-19-related Twitter documents 
collected from January to April 2020 [37]. The model achieved a 
weighted F1-score of 0.987 on the fnal blinded test set. We em-
ployed the same experimental settings for the evaluation, which 
includes training epochs of 3, AdamW optimizer with a learning 
rate of 2e-5, and a batch size of 8. Since the longest message of 
AI-misinfo has a token size of 472, we modifed the max sequence 
length from the original 128 to 512 tokens. We ran the CT-BERT 
against a total of 1000 misinformation documents including 500 
AI-generated misinformation and 500 human-created misinforma-
tion. All 1000 misinformation documents are unseen by the model. 
Precision, recall, and F1-score were used as metrics to evaluate 
performance. Then we conducted a recall-centric error analysis on 
the false negative cases. 

6.2 RQ2 Results 
Performance Comparison. We found the pre-existing misinfor-
mation detection model (CT-BERT) maintained high predictability 
but had a signifcant performance drop when used on AI-generated 
misinformation. As shown in Table 7, the CT-BERT model produced 
a recall of 0.946 and an F1-score of 0.972 in detecting all the misinfor-
mation on AI-misinfo. Comparatively, Human-misinfo dataset had 
recall of 0.996 and F1-score of 0.998. A �2 test showed that there was 
a signifcant diference between AI-misinfo and Human-misinfo 
data in detecting performance (�2=22.2, �<0.00001). 

Table 7: Performance metrics with a signifcant diference 
between AI-misinfo and Human-misinfo datasets in perfor-
mances (�2=22.2, �<0.00001) 

Dataset Pr. Rc. F1 
AI-misinfo 1.00 0.946 0.972 
Human-misinfo 1.00 0.996 0.998 
Combined 1.00 0.971 0.985 
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Figure 5: Confusion matrix for AI-misinfo and Human-
misinfo datasets. 

Error Analysis. The error analysis on the 27 AI-misinfo false 
negative (FN) cases (13 news, 14 non-news posts) cases revealed 
the following common themes: 
• Language complexity: As indicated by the previous LIWC anal-
ysis, there was a statistically signifcant linguistic diference be-
tween Human-misinfo and AI-misinfo. The error analysis of false 
negative cases further afrmed this fnding, as we found many 
error cases either presented a complex sentence structure or rare 
semantic patterns. For example, the FN expression “if you are 
sick, please wear a mask with the blue side out to prevent spread-
ing your illness to others if you are not sick, please wear a mask 
with the white side out to prevent becoming infected thank you for 
helping to keep everyone safe and healthy” contains hypothetical 
language and long dependencies. Such language complexity can 
create additional challenges for the detection model to properly 
capture the context and make the correct prediction. 

• Mixed factual statements: 13 FN statements that contain some 
factual information were misclassifed. Those statements com-
bined or alternated facts into a single message, such as using stay-
at-home orders and testing programs to explain false COVID-19 
case and death numbers. Minor alternations in the context (e.g., 
location, time) or scale could cast challenges for machine learn-
ing models to pinpoint the fawed component, while nuanced 
diversifcations may further impact the prediction accuracy. 

• Tone and sentiment: Another common theme that we found in 
the false negative cases was that the tone was more authoritative 
and less sentimental compared with true positive cases. They 
were more likely to possess fewer signal words discovered in 
prior work on misinformation [51], such as strong sentimen-
tal expressions (e.g., ‘kill’ and ‘die’). Instead, many statements 
appeared like formal risk communication announcements with 
neutrally persuasive expressions such as ‘please’, ‘will help to 
ensure’, and ‘taking steps to prevent’. We also found 77% (21) 
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of false negative cases contained authoritative entities such as 
‘government’, ‘state’, ‘WHO’, and ‘ofcial’. 

7 RQ3: EVALUATING EXISTING 
INFORMATION ASSESSMENT GUIDELINES 
ON AI-MISINFORMATION 

Finally, we evaluate the applicability of information assessment 
guidelines in the areas of journalism work practice, misinformation 
empirical and review studies, and public education on media literacy 
( 4 in Figure 1). 

7.1 RQ3 Method 
We conducted deductive coding to evaluate how information as-
sessment guidelines work on AI-generated misinformation. Our 
coding schema drew from the road-map guideline of evaluating 
truth proposed by veteran journalists Kovach and Rosenstiel [56] 
who wrote the authoritative guide “The Elements of Journalism”. 
As the former Washington bureau chief of the New York Times 
and the former executive director of the American Press Institute, 
they believe that as the world enters the Internet age, journalists 
no longer play the information gatekeeper role and that everyone 
is becoming their own editors [56]. Therefore, they break down the 
craft in newsrooms and provide a pragmatic guide for the general 
public to evaluate what is true in information overload, which they 
name as “the way of skeptical knowing”. We followed their suggested 
systemic questions in assessing information: 
• Who or what are the sources, and why should I believe them? 
• What evidence is presented, and how was it tested or vetted? 
• What might be an alternative explanation or understanding? 

Based on Kovach and Rosenstiel’s characterizations, we further 
operationalized the three elements by referring to prior work in 
information credibility indicators [114], news transparency cues [7], 
and educational tips on identifying misinformation [113]. Table 8 
overviews each element in the themes of sources, evidence, and 
alternatives. The deductive coding was conducted on 120 pairs of 
human-created and AI-generated misinformation in three phases. 
In the frst phase, three researchers read through all the data and 
individually coded 15 pairs. Disagreements were discussed to refne 
the coding schema. Then two researchers re-coded the 15 pairs with 
an overall Cohen’s kappa (�) coefcient of 0.83 (95% CI 0.75–0.9), 
F1-score of 0.86 (95% CI 0.8–0.92). In the second phase, the same two 
researchers discussed all the disagreements and coded an additional 
15 pairs. This time, the inter-rater agreement improved to an overall 
Cohen’s kappa (�) coefcient of 0.96 (95% CI 0.91-1.0), F1-score 
of 0.97 (95% CI 0.92-1.0). In the last phase, the two researchers 
each coded half of the remaining data. Lastly, we calculated and 
compared the occurrences of information assessment indicators in 
Human-misinfo and AI-misinfo. 

7.2 RQ3 Results 
We evaluated existing information assessment guidelines and found 
their applicability to AI-misinfo was questionable, as AI-misinfo 
tended to establish clarity, credibility, and transparency of sources, 
evidence, and limitations (Table 9). We discuss how AI-misinfo 
established credibility through the three aspects below. 

7.2.1 Sources. AI-generated fake news was more likely to cite 
sources. This tendency in noting sources was in accordance with the 
journalists’ work practice of being transparent about sources and 
methods to allow audiences to make their own assessments [57]. We 
found AI-generated fake news highlighted the credibility of sources 
signifcantly more often than Human-misinfo. This usually came 
together with testimonial evidence to establish trustworthiness 
and credibility through authority or expertise. For example, “The 
study, which was published in the journal Nature, looked at data from 
more than 25,000 people in 25 countries.” By pinpointing researcher 
names, institutions (e.g., “conducted at the University of California” ), 
publication venues (e.g., “published in the journal Nature Medicine” ), 
and expertise/reputation (e.g., “leading institution in the feld of 
data science” ), AI-misinfo tended to appear credible, and potentially, 
more persuasive to readers. 

7.2.2 Evidence. When it comes to presenting evidence, AI-misinfo 
(especially AI-generated fake news) referred to more testimonial 
and statistical evidence. This comes in accordance with AI-misinfo 
inclination in demonstrating credibility. Prior work has shown 
that health professionals, academic institutions, and government 
agencies are considered more trusted sources than social media, 
family, and friends [28, 70]. Accordingly, those trusted sources also 
correlate with increased positive beliefs about sharing and sharing 
intentions [70]. In ofering research studies as testimonial evidence, 
we also found AI-misinfo included details about data source (e.g., 
“study was conducted on autopsies of Covid-19 patients” and “model 
is based on data from more than 200 countries’’) to further build up 
the exhibited authenticity. On the other hand, although statically 
insignifcant, AI-misinfo was less likely to use documented evidence, 
such as textual and visual evidence shared on social media. Lastly, 
a small portion of AI-misinfo mentioned eforts in vetting evidence. 
Rather than directly citing additional evidence to verify a statement, 
those AI-misinfo were reporting the failed verifcation attempt and 
acknowledging the limited reliability of the statements. For example, 
“government has not confrmed the reports, but has said that it is taking 
‘stringent measures’ to prevent the spread of the virus.” 

7.2.3 Alternatives. AI-misinfo acknowledged alternative explana-
tions or understanding signifcantly more often than Human-misinfo. 
Acknowledged alternatives can be other possible solutions (e.g., 
“This is just one of the many ways that you can help protect yourself 
from the coronavirus.” ) or standpoints (e.g., “The Grenon family may 
believe that their product works, but I would not recommend it to 
anyone as a treatment for any of these diseases. If you are considering 
trying this product, please speak with your doctor frst.” ). Although 
AI-misinfo was signifcantly more likely to cover diferent perspec-
tives, this trend does not mean the messages themselves are neutral. 
Rather, oftentimes we found expressions that revealed the stand 
being taken, through emotional words such as “mass culling of 
animals” or direct declarations such as “This is a dangerous and 
misguided way of thinking”. Interestingly, while AI-misinfo gave 
more comprehensive coverage of alternatives, it had a preference to 
express with more assertive confdence (not signifcant in the news 
type). The consequences of assertive language on persuasiveness, 
however, are unsure as prior research fnds the efects to be depen-
dent upon the audience’s existing perspectives and eforts [47]. 

https://0.8�0.92
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Table 8: Overview of information assessment guideline based on “the way of skeptical knowing” [56] and existing literature. 

Concept Definition Example 

Who or what are the sources, and why should I believe them? [56] 

Cite sources Sources of information are cited [7, 56, 113, 114] “The University of Vienna has sent a memo” 

Establish credibility of sources Provide additional information about sources to establish credibility, “This investigation is made by the World 
regardless of actual or perceived credibility levels [7, 56, 113, 114] Health Organization” 

Triangulate multiple sources Multiple sources are cited to demonstrate the same point [56] “both the photo and audio recording show 
that” 

What evidence is presented, and how was it tested or veted? [56] 

Statistical Use statistical data or quantified evidence as evidence E.g., survey results, census data 

Testimonial Use statements, advice, or findings from authoritative individuals, orga- E.g., expert suggestions, research studies 
nizations, or publishers as evidence (based on expertise, profession, or 
knowledge) 

Present evidence Documented Cite documented evidence in the forms of visual, writen, or auditory E.g., videos, photos, memo 
[7, 56, 113, 114] 

Anecdotal Use personal observations, stories, or opinions as evidence E.g., incidents, individual beliefs, personal ex-
perience 

Analogical Use analogies or comparisons to demonstrate similarities or diferences E.g., comparison with past events 

Evidence veting Mention the efort or process to vet evidence, regardless of the results [7, “the government has not responded or con-
56, 113, 114] firmed this report” 

What might be an alternative explanation or understanding? [56] 

Assertive confidence Use expressions to demonstrate certainty or necessity [56, 114] E.g., imperative expressions such as “should” 
and “must” 

Acknowledge alternatives or uncertainties Mention other possibilities or options [56, 114] E.g., othe
planation

r ways to achieve a goal, other ex-
s of a phenomenon 

Present multiple standpoints Explain perspectives or reasoning of other possible standpoints [56] E.g., expl
policies or actions 

ain both pros and cons of certain 

Table 9: Evaluation results of information assessment guideline on 120 pairs of AI-misinfo and Human-misinfo. Wilcoxon 
signed-rank test is performed to determine whether there was a signifcant diference between Human-misinfo and AI-misinfo 
(*** �<0.001, ** �<0.01, * �<0.05). 

Sources 
Cite sources 
Establish credibility of sources 
Triangulate multiple sources 

Misinf
Human 

35.83% 
14.17% 
0.00% 

o (120 pairs) 
AI 

43.33% 
28.33% 
0.83% 

� 

*** 

Misinfo: 
Human 

40.00% 
11.67% 
0.00% 

News (60 pairs) 
AI 

56.67% 
38.33% 
1.67% 

� 

* 
*** 

Misinfo: 
Human 

31.67% 
16.67% 
0.00% 

Post (60 p
AI 

30.00% 
18.33% 
0.00% 

airs) 
� 

Evidence 
Statistical evidence 5.00% 14.17% ** 1.67% 15.00% ** 8.33% 13.33% 
Testimonial evidence 12.50% 25.83% *** 6.67% 31.67% *** 18.33% 20.00% 
Documented evidence 27.50% 24.17% 41.67% 36.67% 13.33% 11.67% 
Anecdotal evidence 10.83% 17.50% * 5.00% 10.00% 16.67% 25.00% 
Analogical evidence 3.33% 5.00% 5.00% 5.00% 1.67% 5.00% 
Evidence veting 0.00% 4.17% * 0.00% 3.33% 0.00% 5.00% 
Alternative 
Assertive confidence 10.83% 31.67% *** 10.00% 21.67% 11.67% 41.67% *** 
Acknowledge alternatives or uncertainties 0.83% 19.17% *** 1.67% 23.33% *** 0.00% 15.00% ** 
Present diferent standpoints 1.67% 11.67% *** 1.67% 13.33% ** 1.67% 10.00% * 

8 DISCUSSION drop in performance compared with Human-misinfo. The other 
pre-existing misinformation solution – information assessment Overall, our work ofers an empirical understanding of AI-generated 
guidelines – has questionable applicability, as AI-misinfo was more misinformation characteristics and suggests the plausibility and 
likely to meet the criteria in credibility, transparency, and compre-risks of AI in enabling misinformation. Specifcally, we found signif-
hensiveness. Building upon our fndings, we discuss how AI may icant linguistic diferences within AI-misinfo and Human-misinfo 
exacerbate challenges in misinformation management and provide pairs. We observed four expression patterns diferentiating AI-
implications for various stakeholders. misinfo from Human-misinfo in that AI-misinfo tended to enhance 

details, communicate uncertainties and limitations, draw conclu-
sions, and simulate personal tones. Existing detection models, while 
still able to reasonably classify AI-misinfo, showed a signifcant 
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8.1 AI as an Unsettling Mechanism to Generate 
Misinformation 

Amidst the hype of generative AI, our work provides disconcerting 
evidence of AI’s capabilities in creating seemingly plausible mis-
information. The worry for an AI-enabled misinformation era is 
not unwarranted as previous work demonstrates that AI-generated 
text is perceived to be equally or more credible than human-written 
content [59] and has superior capacities to scale and be customized 
for targeted readers [14]. Our fndings suggest that concerns of 
misuse may no longer be left to the distant future: not only exist-
ing detection models had signifcant performance drop in facing 
AI-misinfo, but we also observed that AI-misinfo cleverly mimicked 
the attributes of existing information assessment guidelines, thus 
giving false impressions of their veracity. One real-world example 
is the taken down of Meta’s Galactica, as mentioned earlier, an LLM 
for science that was found to produce biased or false statements 
with fake citations and highly-confdent tone [43]. Therefore, we 
fnd it alarming how AI-generated misinformation can exacerbate 
the deluge of infodemics our society faces around rapidly evolving 
and contentious events. The reduced or even lack of applicability 
of pre-existing solutions likely stems from the fact that, for LLMs, 
generated texts are not just simple permutations and combinations 
of existing human-created data, but accrue new complex creations 
that bear the fexibility to alter the tone and presentation for specifc 
purposes or targets. As such, our work raises concerns around the 
compounded efects of LLMs’ scalability and efectiveness along 
with their abilities to vary and customize language – attributes 
that can be an unprecedented threat when used with malicious 
intentions and towards harmful goals. 

A related challenge lying ahead is how AI-generated misinfor-
mation might challenge our approach to defning misinformation. 
We found AI-misinfo tended to depict details with vivid and graphic 
stories and draw conclusions about general phenomena or future 
actions, which were likely to be exaggerated or fabricated. These 
expression patterns may require more nuanced defnitions or crowd-
shared decision-making on whether and when information veracity 
will be impacted by rhetorical alterations or unfair conclusions. In 
addition, this defnitional difculty can be further complicated by 
LLMs’ ability to adapt to diferent scenarios in an agile fashion [14], 
as context is crucial in considering and evaluating misinforma-
tion [69, 94]. Following other scholars, our work underscores the 
challenges of wide adoption of LLMs in diferent contexts [11], and 
shows that AI-generated texts of news and non-news were diferent 
in linguistic styles and how they exhibit (or pretend) credibility. Fu-
ture misinformation research and assessment solutions might need 
to situate the veracity judgments into a specifc cultural, regulatory, 
legislative, and even use-case context. 

Lastly, in recognizing the co-creation aspect and generative abil-
ities of generative AI, we suggest highlighting the active role of 
non-human actors and adopting a sociological orientation to un-
derscore the social process of producing information [63]. In the 
conventional view, information is assumed to be fully created and 
controlled by humans. However, with AI becoming a plausible 
mechanism to generate (mis)information, the appraisal of “the level 
of truth” should start to consider non-human actors as they may 
have their own impacts on the composing process. AI technologies 

can add emotional appeal to the content, help create pressure on 
readers with an illusion of consensus, and sometimes even gener-
ate results that diverge from human creators’ intention when AI 
mistakenly processed the command. 

8.2 Acting on AI-Generated Misinformation 
Through Collective Eforts 

We discuss the collective eforts needed from responsible AI, content 
moderation, and public education, as well as the implications for 
stakeholders such as practitioners, researchers, and journalists. 

8.2.1 For responsible AI and ethical uses. Refecting on our use 
of LLMs, we suggest user guidance, accountability policies, and 
misuse monitoring to promote ethical uses of AI. 
• Need for user guidance and accountability policies. The LLM
used in this work (i.e., GPT-3 [13]) is open to public use with
easy registration and no user education. GPT-3 currently has an
Application Programming Interface (API) and a Playground, an
interface that does not require programming knowledge. To use
either the API or Playground, users only need to sign up for an
account by flling out a username, phone number (with verifca-
tion), email, optional inquiry of the organization, and a question
of the primary use. Four usage options currently given are: build-
ing a product or feature, exploring personal use, conducting AI
research, and journalist or content creator. It is however unclear
as to how this collected information is currently being used to
keep users accountable. We also found one phone number could
register more than one account, thus risking potential automated
botting at a large scale to generate misinformation.

• Need for monitoring of misuse. According to GPT-3’s usage
guidelines as of September 2022 [2], users are not subject to
review if they are co-authoring content with the API or if the
applications powered by the API are in the development stage or
based on pre-approved-applications. Although the documenta-
tion explains that certain content 6 including deception is prohib-
ited [2], we selected personal use rather than research purpose
for this study and encountered no warning or inquiry when gen-
erating misinformation. In the beginning stages of this work,
we also utilized the Playground for initial understanding and
quick testing. Among all the diferent misinformation prompts
we tried, we only encountered one notice that encouraged us
to look for professional advice when asking the LLM to explain
why vaccines can cause cancer. That being said, as mentioned in
Section 5.2.2, we did notice some rare cases where GPT-3 ques-
tioned or even corrected misinformation prompts, for example,
“There is no scientifc evidence whatsoever to support any of the
Grenon family’s claims. In fact, drinking bleach can be extremely
dangerous. It can cause nausea, vomiting, and even death.”

Given the lack of guidance and governance discussed above, we
fnd the power of such AI tools to be unnerving. Especially at a time 
when generative AI becomes more accessible to the general public 
and now can be used or abused with minimal programmatic know-
how. Therefore, we argue that AI practitioners (especially those 
who develop and ofer models, platforms, and APIs to the public) 
6Prohibited content categories: hate, harassment, violence, self-harm, sexual, political,
spam, deception, and malware [2]. 
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and regulators should take responsibility for guiding users and 
designing interventional strategies. A number of organizations have 
developed responsible AI guidelines (e.g., [1, 4]) and encouraged 
clear explanations of AI limits and capabilities. 

In practice, of-the-shelf LLMs do mention the possible presence 
of misleading outputs in disclaimers (e.g., OpenAI: “sometimes writes 
plausible-sounding but incorrect or nonsensical answers” 7 and Galac-
tica: “generated text may appear very authentic and highly-confdent, 
but might be subtly wrong in important ways” 8). The limitation 
statements, however, are not enough as they could pass the veracity 
assessment burden to users and create an illusion of user knowledge 
and consent of AI capabilities and limitations. We urge practition-
ers to take further actions beyond informing risks. One way is to 
implement misinformation detection algorithms and design inter-
ventions of prompt management in a risk triage manner. AI models 
and applications can give misinformation warnings or public ser-
vice announcements to signal the risk of falsehood and direct users 
to verifcation resources, such as fact-checking websites, credited 
news organizations, and relevant (inter)governmental agencies. For 
high-risk misinformation content like “drinking bleach is a cure for 
COVID-19”, there can be blocklists to limit high-risk content in the 
generation stage or responding with direct corrections in generated 
outputs with explanations and links to sources. 

In light of research eforts that emphasize sociotechnical dynam-
ics of AI systems such as misuses and responsible trust [10, 67, 86], 
our work draws attention to an additional challenge in determining 
the responsibilities of generative AI and designing ways to miti-
gate risks. When AI becomes part of content creation, the source 
of misleading information could come from AI or users (through 
prompts). As revealed in our fndings, AI-generated content may 
contain messages or emotions without users’ command (sometimes 
even contradicting prompts). Some work has already started to 
lay out the design space of generative models [75] but currently 
does not include moderation and risk communication as one de-
sign direction in input and output dimensions. We believe prompt 
moderation and similar human-driven interventions in LLM inter-
faces can complement the current agenda. Future work may explore 
how to design moderation strategies and risk inform approaches 
(e.g., user education materials, risky outcome alerts or fagging, or 
harmful content prohibition) and how to communicate policies and 
specifc decisions transparently and reliably. 

8.2.2 For content moderation and online platforms. Our fndings 
show that AI-misinfo can be mixed with factual statements, revise 
the scope and context of facts, strengthen emotional appeals, or 
make unfair conclusions. These nuanced factual alterations suggest 
additional challenges for fact-checkers and content moderators 
to evaluate the likelihood of misleading readers. For algorithm-
centered moderation approaches, we note that content moderation 
APIs such as Amazon Rekognition9, Microsoft Azure Moderation10, 
and Hive Moderation11 primarily focus on tackling sexually sugges-
tive, violent, and ofensive content. Thus, we suggest moderation 

7https://openai.com/blog/chatgpt/
8https://galactica.org/mission/
9https://docs.aws.amazon.com/rekognition/latest/dg/moderation.html
10https://learn.microsoft.com/en-us/azure/cognitive-services/content-moderator/ 
text-moderation-api
11https://docs.thehive.ai/docs/classifcation-text 

tools to include improved misinformation detection in the future, 
beyond existing eforts. In addition, to our knowledge, no efort 
is currently made to get at the foundations of these misleading 
data, such as whether they could be AI-generated – an aspect our 
work showed to be important from the perspective of journalistic 
information assessment guidelines. We believe identifying poten-
tially AI-generated content can assist fact-checkers and content 
moderators by providing more context and calling for caution. 

Developing methods to identify AI-generated content bears value 
beyond detecting misinformation. Once AI-generated content lands 
on communication channels (e.g., social media), the ease and speed 
of producing high-volume content can potentially food platforms, 
while the customization ability allows information to target and 
attack a certain community or perspective. The scalability can edge 
out real users with a multitude of synthetic data. In a potentially 
more alarming scenario, high-volume content with unstable quality 
can lead to an infodemic where acquiring essential and high-quality 
information becomes overly difcult. This concern is especially ur-
gent for platforms that strive for knowledge sharing and curation or 
rely on volunteer-based crosschecks. AI can swamp quality content 
curation infrastructure, as being the reason why Stack Overfow 
temporarily banned ChatGPT-generated content12. 

Moreover, we emphasize that the interventions of misinforma-
tion on online platforms also need to be adapted, based on whether 
the source could be human- or AI-generated. Most moderation tools 
adopt some form of correction as an intervention strategy, fagging, 
or at times, outright banning the misleading content altogether. 
Banning AI-generated misinformation may be perceived to be the 
right strategy on the surface to minimize harm, but scholars have 
noted many concerns with this [36, 50]. In our case, it may pre-
clude consumers from learning to understand the characteristics 
of misleading content generated by LLMs. Educating end users to 
spot what could potentially be AI-generated will empower them 
to establish an understanding of AI tools [67, 109] and develop 
individual-specifc strategies to evolve to be more informed and 
mindful information consumers. This may be achieved through 
careful and appropriate fagging of AI-generated misinformation, 
and associating the fag with further information to bring trans-
parency in moderation decisions. Corrective approaches with or 
without the fag may further describe what signals or indicators 
were used to identify the nature of misinformation. 

Overall, these recommendations are underscored by Gillespie’s 
views about today’s online platforms, that they “serve as setters 
of norms, interpreters of laws, arbiters of taste, adjudicators of 
disputes, and enforcers of whatever rules they choose to establish. 
Having in many ways taken custody of the web, they now fnd 
themselves its custodians” [36]. We argue that custodians have 
to constantly evolve as the threats to information proliferate and 
present themselves in rapidly evolving forms. Extending Wilson and 
Land’s idea of “moderation in context” [112], we believe punctuat-
ing moderation with consideration of AI-generated misinformation 
will emerge to accrue greater signifcance going forward, as recent 
tools like ChatGPT13 make signifcant inroads into public discourse. 

12https://meta.stackoverfow.com/questions/421831/temporary-policy-chatgpt-is-
banned 
13https://openai.com/blog/chatgpt 
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8.2.3 For misinformation detection models. Our study found that 
AI-generated misinformation had signifcantly diferent linguistic 
features and unique expression patterns, suggesting a strong data 
variability between Human-misinfo and AI-misinfo. Data drift is a 
concept of changing the distribution in training data that impacts 
model performance [27]. Since LLMs have the ability to generate 
misinformation in a highly scalable fashion, the heterogenous AI-
misinfo can cause models trained on conventional Human-misinfo 
datasets to sufer from portability challenges and result in data 
drift. Particularly, statistics-based machine learning models such 
as BERT [24] have strong dependencies on the linguistic character-
istics of the pre-training data. As a result, LLMs could easily alter 
language and structures while maintaining the same semantic mean-
ing, which can afect the performances of existing machine-learning 
models. Our results confrm this by demonstrating a signifcant 
performance drop from the pre-existing detection models. 

That being said, the CT-BERT model used in this work still 
maintained high predictability when classifying AI-misinfo (recall 
of 0.946). This suggests that previously developed machine learn-
ing models have the potential to combat AI-misinfo and existing 
datasets and progress can be further utilized, preferably in combi-
nation with synthetic data, in facing the possible mixture of human-
and AI-generated misinformation. There have been some initial ef-
forts to identify AI-generated misinformation from human-created 
datasets [78, 111]. Since the robustness of models is dependent on 
the representativeness of training data, an AI-generated corpus 
can be leveraged to augment the existing misinformation corpus. 
Previous studies have combined natural (non-AI-generated) and AI-
generated corpus to improve existing model performance [42, 66]. 
A related solution is continual (online) learning that may allow 
models to proactively and continuously evolve with AI-misinfo that 
can be generated in high throughput. 

8.2.4 For public education and journalist eforts. We urge journal-
ists and educators to be more active in explaining and educating 
the general public on AI’s capacities and risks. Our results resonate 
with previous work that indicates LLMs’ capacity to adapt to dif-
ferent people and topics [14] and further prove that AI-generated 
misinformation can vary linguistic styles and credibility presen-
tation. However, there is insufcient awareness of the potential 
harms of AI-generated misinformation [32] and inadequate cov-
erage of up-to-date AI progress and abilities [89]. Compared with 
discussions about deep fake videos and potential harms that have 
been highlighted in media in recent years, people are less aware of 
the persuasiveness and fuency of AI-generated text [32]. 

Additionally, we question the applicability of existing informa-
tion assessment guidelines. Our results suggest that AI-misinfo was 
more likely to mimic criteria in the pre-existing educational guide-
lines and the checklist-type guidelines for spotting misinformation 
currently in use may no longer be sufcient in the future. Instead, 
further eforts will be required to assess the credibility of a piece of 
information, for example, readers need to be more refective about 
their own biases as AI-generated misinformation can be customized 
to target their vulnerability. Accordingly, media literacy training 
may need to incorporate the building of domain knowledge in areas 
such as AI ethics in this case, similar to how literacy training was 

based on best practices in journalism. As such, journalists and edu-
cators have an important role to play in more actively explaining 
AI’s capacities and risks to encourage society to become aware of 
exhibited persuasiveness and trustworthiness in AI-misinfo. 

Besides raising awareness, eforts are needed to call for caution 
in interpreting the generative ability of LLMs. Rising with the re-
cent LLM developments is the narrative of “next-generation search 
engines”, which can be risky in overshadowing the synthetic nature. 
LLMs can capture language patterns in a probabilistic manner and 
output human-like language, but presently still cannot understand 
the content or verify its truthfulness reliably. Over-optimistically 
promoting the search-engine framing has the risk of simplifying 
or downplaying the importance of critical tasks in processing in-
formation, including but not limited to selection, interpretation, 
summarization, and evaluation. This could transpire to surrender-
ing society’s control over how information is consumed to opaque, 
biased, and potentially harmful AI algorithms. 

8.2.5 Ethic reflections on the “arms race”. Lastly, we refect on ethi-
cal concerns that may arise from this work. While the motivation of 
this study was to evaluate the risk of AI-generated misinformation 
and urge stakeholders and existing solutions to adapt, we recognize 
that our fndings can be misused. Similar to research felds like 
adversarial machine learning, bad actors may see opportunities 
from the research progress and even swiftly adapt to evade changes 
that might come to be made to these solutions. In the backdrop of 
this arms race, we suggest caution in how future eforts to address 
AI-generated misinformation are designed, implemented, and dis-
seminated. As a formative step towards such eforts going forward, 
we recognize our dataset can be helpful for researchers but we aim 
to make it available only subject to appropriate data use agreements 
that govern misuse. 

8.3 Limitations 
From a generalization perspective, this work is situated in the 
COVID-19 context and can be reasonably generalized to similar 
topics such as crisis communication and public health. While not 
all fndings can be directly applied to other contexts, we believe 
general patterns of AI-misinfo (e.g., linguistically diferent from 
human creations and tendency to enhance details) still stand in 
other topics. In addition, AI-misinfo in this work was created by 
GPT-3, a SOTA LLM, with the goal to assess the potential risk of 
AI misuse. We invite future work to comparatively study content 
created by other LLMs and/or for other themes. 

One assumption in our work is that existing datasets without 
note of the presence of AI-generated or synthetic text are human 
creations. As mentioned earlier, although less likely, this assump-
tion may not necessarily be true. Future work can study and work 
on identifying indicators of AI generations versus human creations, 
especially when this demarcation is not explicitly present. Second, 
to make AI-misinfo and Human-misinfo comparable while leaving 
fexibility for AI creation, we created “narrative prompts” to capture 
the core elements in a narrative based on Narrative Theory [17]. We 
acknowledge that narrative prompts may leave out some nuanced 
attributes, and therefore, we consider our approach as a demonstra-
tion of balancing generative and specifc attributes in information, 
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rather than a comprehensive approach that would capture all pos-
sible misinformation on a topic (here COVID-19). We hope this 
approach we adopt can motivate future studies to dive deeper into 
prompt engineering and explore diferent strategies to generate 
and study AI-generated misinformation. Lastly, since evaluated so-
lutions are pre-existing ones that were designed for human-created 
misinformation, our results would be better viewed as exploratory 
evaluations of risk and applicability. In the long run, we hope this 
study can inspire novel designs of algorithmic and human solutions 
to take AI-generated misinforming into consideration. 

9 CONCLUSION 
This paper examined the characteristics and risks of AI-generated 
misinformation in the context of the COVID-19 pandemic. Com-
pared to human-created misinformation, our results highlight the 
characteristics of AI-generated misinformation, including signif-
cant linguistic diferences with more emotions and cognitive pro-
cessing expressions, and salient expression patterns in enhancing 
details, communicating uncertainties, drawing conclusions, and 
simulating personal tones. Additionally, we evaluated two com-
mon misinformation solutions – detection models and assessment 
guidelines. Our results reveal that while existing models maintained 
predictability, there was a signifcant performance drop, indicating a 
need for continual learning to handle AI-generated misinformation. 
We also observe that existing information assessment guidelines 
had questionable applicability, which points to a crucial need of 
adapting existing guidelines to up-to-date AI capacities. Collec-
tively, our work contributes to one of the early works that explore 
the risk of large language models in creating misinformation. Our 
work seeks to spark conversation and future study in 1) design-
ing and implementing misinformation intervention strategies and 
risk communication approaches for generative AI technologies, 2) 
exploring ways to carefully fag AI-generated content in online 
platforms to assist fact-checkers and empower information con-
sumers, 3) continuously training misinformation detection models 
with synthetic data to evolve with generation abilities, and 4) col-
laborating with journalists and educators to raise public awareness 
of AI capacities and risks. 
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A LINGUISTIC DIFFERENCES BETWEEN AI-MISINFO AND HUMAN-MISINFO 

Linguistic Features 
Misinfo 

Human AI 
Misinfo: News 

Human AI 
Misinfo: Post 

Human AI 

Language Style 
Analytic (CDI) 
Clout 
Authentic 
Tone 

88.27 (±15.44) 84.28 (±17.68) 
66.02 (±20.26) 67.32 (±17.66) 
22.45 (±22.08) 18.49 (±18.54) 
30.26 (±29.82) 33.02 (±31.53) 

87.32 (±16.45) 
67.64 (±21.51) 
21.46 (±22.04) 
26.67 (±26.36) 

90.42 (±11.67) 
65.57 (±17.46) 
22.69 (±20.10) 
25.56 (±26.98) 

88.88 (±14.74) 80.39 (±19.64) 
65.00 (±19.35) 68.43 (±17.69) 
23.07 (±22.09) 15.83 (±16.94) 
32.53 (±31.61) 37.74 (±33.25) 

Informal Atributes 
Informal 
Netspeak 

0.75 (±1.47) 
0.66 (±1.31)  

0.08 (±0.37) 
0.02 (±0.18)  

0.25 (±0.71) 
0.25 (±0.71)  

0.05 (±0.22) 
0.01 (±0.09) 

1.07 (±1.72) 
0.92 (±1.52) 

0.10 (±0.44) 
0.02 (±0.22) 

Afective Atributes 
Afect 
Positive emotion 
Negative emotion 
Anxiety 
Anger 
Sad 

3.06 (±2.86) 
1.36 (±2.20) 
1.67 (±2.02) 
0.34 (±1.04) 
0.59 (±1.41) 
0.31 (±0.92) 

4.27 
2.04 
2.17 
0.55 
0.69 
0.36 

(±2.75) 
(±1.99) 
(±2.01) 
(±0.94) 
(±1.34) 
(±0.94) 

2.84 
1.15 
1.69 
0.49 
0.43 
0.31 

(±2.9) 
(±2.31) 
(±2.00) 
(±1.32) 
(±1.20) 
(±0.84) 

3.60 
1.40 
2.19 
0.59 
0.61 
0.35 

(±2.39) 
(±1.72) 
(±1.86) 
(±1.03) 
(±1.20) 
(±0.90) 

3.21 
1.49 
1.65 
0.25 
0.70 
0.31 

(±2.82) 
(±2.11) 
(±2.03) 
(±0.79) 
(±1.52) 
(±0.96) 

4.69 
2.44 
2.16 
0.52 
0.74 
0.37 

(±2.88) 
(±2.04) 
(±2.11) 
(±0.88) 
(±1.43) 
(±0.96) 

Cognitive Atributes 
Cognitive process 
Insight 
Causation 
Discrepancy 
Tentative 
Certitude 
Diferentiation 

5.80 
1.11 
1.26 
0.69 
1.19 
0.98 
1.64 

(±4.63) 
(±1.79) 
(±1.90) 
(±1.71) 
(±1.89) 
(±1.50) 
(±2.36) 

8.57 
1.69 
1.89 
1.23 
1.80 
1.08 
2.35 

(±4.87) 
(±1.81) 
(±2.06) 
(±1.70) 
(±1.99) 
(±1.43) 
(±2.21) 

5.51 
0.91 
1.09 
0.67 
1.17 
0.72 
2.11 

(±4.90) 
(±1.59) 
(±1.83) 
(±1.92) 
(±1.98) 
(±1.39) 
(±2.77) 

7.86 
1.57 
1.62 
0.88 
1.77 
0.77 
2.51 

(±4.52) 
(±1.68) 
(±1.74) 
(±1.35) 
(±2.05) 
(±1.27) 
(±2.48) 

5.98 
1.24 
1.37 
0.71 
1.20 
1.15 
1.34 

(±4.44) 
(±1.90) 
(±1.94) 
(±1.55) 
(±1.84) 
(±1.55) 
(±1.99) 

9.02 
1.77 
2.06 
1.45 
1.82 
1.28 
2.25 

(±5.03) 
(±1.89) 
(±2.22) 
(±1.85) 
(±1.95) 
(±1.49) 
(±2.01) 

Perceptive 
Perception 
See 
Hear 
Feel 

Atributes 
2.80 
1.51 
0.52 
0.51 

(±3.17) 
(±2.78) 
(±1.42) 
(±1.59) 

2.27 
1.05 
0.53 
0.56 

(±2.40) 
(±1.68) 
(±1.11) 
(±1.39) 

3.46 
2.17 
0.58 
0.53 

(±3.35) 
(±3.33) 
(±1.46) 
(±1.58) 

2.46 
1.23 
0.59 
0.55 

(±2.50) 
(±1.89) 
(±1.16) 
(±1.55) 

2.39 
1.09 
0.48 
0.50 

(±2.98) 
(±2.26) 
(±1.39) 
(±1.60) 

2.15 
0.93 
0.49 
0.57 

(±2.32) 
(±1.52) 
(±1.08) 
(±1.28) 

Drives Atributes 
Drive 
Afiliation 
Achievement 
Power 
Reward 
Risk 

7.04 
2.09 
1.27 
2.98 
0.58 
0.82 

(±5.49) 
(±3.19) 
(±2.14) 
(±3.09) 
(±1.10) 
(±1.55) 

8.08 
1.67 
1.42 
3.56 
1.03 
1.36 

(±4.02) 
(±2.14) 
(±1.65) 
(±2.56) 
(±1.26) 
(±1.63) 

6.76 
2.03 
1.12 
3.04 
0.36 
0.91 

(±5.66) 
(±3.09) 
(±2.19) 
(±3.12) 
(±0.91) 
(±1.67) 

8.00 
1.58 
1.26 
3.74 
0.85 
1.35 

(±3.50) 
(±2.13) 
(±1.58) 
(±2.49) 
(±0.99) 
(±1.52) 

7.22 
2.12 
1.36 
2.95 
0.71 
0.76 

(±5.37) 
(±3.25) 
(±2.11) 
(±3.08) 
(±1.18) 
(±1.47) 

8.13 
1.73 
1.52 
3.46 
1.14 
1.37 

(±4.31) 
(±2.14) 
(±1.68) 
(±2.60) 
(±1.39) 
(±1.69) 
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